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Words Embeddings
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Contextual Words Embeddings

S1 I play football

play (S1) 

practise

compete  
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Contextual Words Embeddings

S1 I play football
S2 I attended a play in the big theatre

play (S2) 

play (S1) 

practise

concert

compete  
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Contextual Word Embeddings use Transformers
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Neural Machine Translation Birds can fly

Los pájaros pueden volar

Encoder

Decoder
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Three different architectures in 2 years
RNN WITH ATTENTION (2015)
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Three different architectures in 2 years
RNN WITH ATTENTION (2015)

CNN (2017)
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Three different architectures in 2 years
RNN WITH ATTENTION (2015) TRANSFORMER (2017)

CNN (2017)
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Big Successes



Google translation Evolution
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Microsoft claims human parity
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Is Machine Translation Solved?



Quality in Machine Translation depends on training data

Parallel Text

English Spanish

Birds can fly Los pájaros pueden 
volar

Dog sleep Los perros duermen

Birds sleep Los pájaros duermen

ENGLISH                                                  SPANISH
Amount of Parallel Data Translation Quality

XXL
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Quality in Machine Translation depends on training data

Parallel Text

English Spanish

Birds can fly Los pájaros pueden 
volar

Dog sleep Los perros duermen

Turkish Basque
Kuşlar uçabilir hegaztiak hegan

Birds sleep Los pájaros duermen

ENGLISH                                                  SPANISH

Kuşlar uyku hegaztiak

Turkish BASQUE

Amount of Parallel Data Translation Quality

XXL

XXS
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Research Directions
Multilingual systems & Unsupervised systems
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Low-resourced languages can benefit from high-resourced
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Universal Encoder-Decoder
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Low-resourced languages can benefit from high-resourced
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Universal Encoder-Decoder Language-Specific Encoder-Decoders
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Low-resourced languages can benefit from high-resourced

Ø Shared Vocabulary

ü Zero-shot
ü Transfer learning from high-resourced

languages to low-resourced (with the same
script)

x Detrimental for high resourced languages

Ø Independent vocabulary

ü Zero-shot
ü Incremental training of new languages and 

domains

x No transfer learning from high-resourced
to low-resourced (with the same script)

Universal Encoder-Decoder Language-Specific Encoder-Decoders
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Machine Translation can be trained on unlabelled data
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Cross-lingual 
embeddings
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Questioning our data…



Biased Translations

En2Tk

Tk2En

She is a doctor

O bir doktor

He is a doctor
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Bad Translations can generate Automated Bias
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Towards Fairer Systems
Data augmentation & Debiasing algorithms
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Data augmentation
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Debiased algorithms

nurse

doctor

he

sh
e

programmer

homemaker

manager

babysitter

politician

teacher
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Debiased algorithms

nurse

doctor

he

sh
e

programmer

homemaker

manager

babysitter

politician

teacher

nurse

doctor

he
sh
e

programmer

homemaker

manager

babysitter

politician

teacher
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Inspiration from other areas… healthcare?

Under-representation of racial and ethnic minorities in clinical trials

SRC: Underrepresentation of Hispanics and Other
Minorities in Clinical Trials: Recruiters’ Perspectives, 
Occa, A, Morgan, SE, Potter JE, 2017
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More about our research

www.talp.upc.edu

www.costa-jussa.com

http://www.talp.upc.edu/
http://www.costa-jussa.com/

