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1. DOCUMENT PURPOSE 

This document provides a basic user guide of the Corpus Viewer platform for analyzing documentary 

collections, developed within the Language Technology Plan. It allows, through the use of natural 

language technologies and other artificial intelligence techniques, to analyze large volumes of 

unstructured textual information and infer relationships between these texts. 

This application serves as support for those responsible for public policies, both for the design and 

monitoring of policies, as well as for the management of projects calls exploiting the large collections 

of unstructured data available. 

Corpus Viewer is a tool that is in production in different entities of the Public Sector in Spain (SEAD, 

SEUIDI, FECYT), and users usually receive training several hours prior to their access to the tool. For 

access to the instance (online demonstrator) It is not practical to propose such training, and the tool 

itself is not designed to be self-explanatory in all its functionality, which suggests that users have a 

minimum of documentation to better interpret the information provided by the tool. This guide has 

been written for that purpose. 

2. AVAILABLE DOCUMENTARY CORPUS  

We understand by corpus, a collection of documents whose content is expressed in natural 

language.  

As of January 18, 2020 the following documentary corpus are available in the public instance of 

Corpus Viewer: 

● ACL: It is a corpus of scientific publications in the field of computational linguistics 

(Association of Computational Linguistics). 

● CORDIS720: Research Projects funded by the European Union within the Seventh 

Framework and Horizon 2020 Program. 

● CORDIS720_AI: Contains a selection of previous corpus projects in which Artificial 

Intelligence is present, either because the project develops Artificial Intelligence techniques, 

or because they are used in some scope of application. The selection of the projects included 

in the subcorpus has been carried out automatically using machine learning techniques. The 
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use of these techniques makes it possible to address the labeling of a large number of 

projects, avoiding the high cost in time that manual labeling would entail, but inevitably 

implies the introduction of a certain margin of error regarding the selected projects. 

The following documentary corpus will soon be published on the platform: 

● Aid from the National Science Foundation (NSF) 

● American aid in the field of health sciences (NiH) 

● A corpus of larger scientific publications (based on Semantic Scholar) 

The publication of these and other corpus will be notified to active users, unless they have expressed 

their desire not to receive any communication. 

3. ACCESS TO CORPUS VIEWER 

Access to the online demonstrator must be requested by sending an email to 

plantecnologiaslenguaje@mineco.es with subject “Corpus Viewer Access”.  

Once your application has been processed, you will receive an email with your username and 

password, allowing access to the demonstrator through the following web address: 

https://cvdemo.plantl.gob.es/CorpusViewer/#/login 

After identifying yourself In the system it is convenient that you change the access password initially 

provided, for which you must access the “Editar Perfil” option located in the drop-down menu in 

the upper right part of the window. 

 

Figure 1: User Profile Edition. 

 

To log out of Corpus Viewer, access this menu again, to the option "Cerrar Sesión". 
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4. NAVIGATION BY CORPUS VIEWER TOOLS 

To use the tool itself, you must access the "Menu" option in the upper tab. Once you have selected 

any of the available options, the following information appears on that top tab: 

● A list of available tabs, each of which provides a different view of the selected documentary 
corpus. 

● A drop-down menu in which you can select the corpus with which you want to work. 

● A drop-down menu that allows you to select a model from those associated with the 
selected corpus. 
 

 
Figure 2: Navigation through the General Menu. Display selection based on topics. 

5. A BRIEF INTRODUCTION TO THE MODELING OF TOPICS 

The construction of topic models is based on a machine learning technique called Latent Dirichlet 

Allocation (LDA). There are multiple sources on the Internet that provide information about this 

technique, some merely intuitive, and others addressing in greater mathematical detail the 

generation of topics and documents. This Quora entry contains several explanations with different 

levels of complexity. For reasons of academic recognition we also want to include the original paper 

by David Blei in which the original algorithm is proposed. 
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For the purposes at hand, it is possibly enough to explain the following two basic concepts in a very 

simplistic way: 

● In LDA a topic can be characterized as a set of words that usually appear together in many 

documents. For example: the words gene, cellular, membrane usually co-occur frequently. 

LDA is able to locate these co-occurrences on the complete collection of documents, and 

define the topics from them. You could say that each set of words represents a possible 

thematic area that is what we call a topic.  

● In LDA a document can be characterized by a single topic, although often it is really a mixture 

of topics. Again, LDA provides a vector for each document that indicates the extent to which 

the document belongs to each of the identified topics. 

The tools used in Corpus Viewer are based on Latent Dirichlet Allocation, but include some 

modifications made within the various contracts executed in the Language Technology Plan. The 

interested reader can refer to the plan's website for more information on some of these 

developments (currently information is only published in Spanish): 

https://www.plantl.gob.es/inteligencia-competitiva/resultados/desarrollos-

SW/Paginas/desarrollos.apx 

6. VISUALIZING THE TOPICS THAT CHARACTERIZE A DOCUMENTARY 

CORPUS 

Selecting "Menú -> Tópicos estáticos: Tópicos", we have access to the following tabs: 

● Visión General: Allows you to study the main themes of the corpus. 

● Tópicos: It allows studying the main themes of the corpus. 

● Doc-Tópicos: It allows analyzing the themes of specific documents. 

● Correlación: It allows studying the relationships between themes. 

6.1 TÓPICOS: GENERAL VISION TAB 

The first of the available visualizations takes us to a window in which we are shown general 

information about the selected documentary corpus, and about each of the topics identified for said 
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corpus. It also includes an interactive graphic display of the model. As the cursor passes through the 

sets, a label is shown with the words that characterize each topic. If you click on one you will access 

the detail of that topic. Clicking again returns to the overview. 

In the list “Tópicos del modelo”, the following information is offered for each of the topics: 

● Relative profile size (estimated by the LDA model; it is related to the importance of the topic 

in the corpus, but a direct relationship cannot be inferred with the number of documents 

associated with the topic, since we have seen that the documents can belong to several 

topics to a different extent). 

● A title proposed by an expert annotator of the SEAD (bold text) 

● The list of words identified as most relevant to each topic (below the title of each topic). 

The list of topics is of the sliding type, so we must move with the cursor over it to visualize all the 

topics. 

 
Figure 3: General View of Corpus Viewer Topics. 

If we click on any of the topics (both in the graphic display and in the list of topics), the view 

changes to emphasize the selected topic and also shows: 

● A graphic display of the most relevant words of the topic (both on the interactive ball 

chart, as in the histogram version) 
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● A list of the documents that best represent the selected profile. By clicking on the 

available link, we can access the text associated with the document. 

By clicking on the ball chart again we can move to another profile, or return to the general model 

display. 

 
Figure 4: Detailed visualization of topic including its description based on words, and the most characteristic 

documents of the selected topic. 

6.2 TÓPICOS: TOPICS TAB 

This second tab allows a visualization of the model similar to that described in the previous case, 

although the selection of topics is done through a drop-down menu in which the title of the topics 

and their relative importance in the corpus are shown. 
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Figure 5: Display of topics in the "tópicos" tab. 

Again, for the selected topic, the most representative documents are shown, and the list of the most 

relevant words, both in histogram and word bag format. 

This window also offers the possibility of emphasizing the most discriminative words of the topic 

(keywords) by selecting the option “Con penalización por TF/IDF”.  

The use of TF-IDF is common in the representation of documents using bags of words. In this case, 

we use an extension of this concept to represent the value of the words in each topic. Being: 

● TF: Term Frequency: Measures the probability of a word in a given topic. 

● IDF: Inverse Document Frequency: In this context, it is an inverse factor to the importance 

of the term in the set of topics of the model. 

In this way, if we activate the option “Con penalización por TF/IDF”, the system will reweigh the 

weight assigned to each word within the topic, and weight will be subtracted from those words that 

are common to a larger number of topics (common words with little semantic relevance). In other 

words, we will emphasize the most discriminative words, in the sense that words that are mostly 

present just in the selected topic are emphasized. 

Finally, it is worth mentioning that the tab offers information on the standardized entropy of the 

topic, which gives an idea of the mainstreaming of the topic throughout the collection of documents. 
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However, the calculation of standardized entropies currently implemented offers a low dynamic 

range, and the SEAD technical team is developing new indicators to better characterize horizontal 

and vertical topics. 

6.3 TÓPICOS: DOC-TÓPICOS TAB 

The "Doc-Tópicos" tab allows you to search for documents by keywords. This search engine has the 

ability to "autocomplete", so that by entering some words, suggestions of documents containing 

them will be provided. 

Once the document to be analyzed has been selected, a graphic visualization of its thematic content 

is offered. Remember that in Latent Dirichlet Allocation each document is characterized by its level 

of belonging to the topics of the model. 

 
Figure 6: Detailed analysis of documents based on the most relevant topics that characterize it. 

As an example, the included figure shows that the document:  

“206298 - Deep learning and Bayesian inference for medical imaging” 

belongs in 56% to the topic characterized by the words “method, datum, simulation,…” (Algorithms 

and Modeling), in a 38% to the topic characterized by the words "patient, cancer, treatment, ..." 

(Cancer and Biomedical Applications), and to a lesser extent to other profiles. 
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The graphic is interactive, which allows to expand to visualize the topics of minor importance for 

the document by clicking on them. To return to the more general previous view, just click on the 

center of the circular crown. 

6.4 TÓPICOS: CORRELACIÓN TAB 

Lastly, the tool allows you to measure the level of correlation between topics. For this, it is estimated 

that the relationship between two topics is greater when these topics tend to occur together in the 

same documents. 

Navigating on the graph on the left we can select each of the topics of the model, and the links with 

other topics show their level of concurrence with other topics of the model. Since the figure does 

not have enough space to show the full title of the profiles, this information is included in textual 

format on the right side of the tab. When positioning in the figure on the name of a subject, the 

complete title will be shown in the textual information on the right side of the page. Selecting a 

topic on the figure shows only the relationships with it, hiding the rest of the flows. 

 
Figure 7: Visualization of the correlation between model topics. For each topic other topics that frequently 

co-occur  are highlighted. 

Additionally, you can select the option “Con penalización por TF/IDF” that has already been 

explained in the previous section, as well as, choose a higher or lower threshold for correlation, so 

that only those relationships that exceed the threshold will be displayed. 
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7. STUDY OF RELATIONS BETWEEN DOCUMENTS BASED ON THEIR TOPICS 

As already mentioned, the topic modeling algorithm used allows each document to be represented 

based on its level of belonging to the different topics. This representation allows to measure 

“semantic distances” between documents. According to this distance, two documents are more 

similar to each other if their topic vectors are similar as well, that is, if they belong to the same topics 

to similar extents. 

Corpus Viewer incorporates tools that allow to exploit this semantic relationship between 

documents. Selecting the option "Menú -> Tópicos estáticos: Correlación" we access two tabs that 

exploit this information: 

● Documentos: Document search tool by semantic similarity. 

● Alarmas: Search tool for pairs of documents with very high semantic similarity. 

7.1 CORRELACIÓN: DOCUMENTS TAB 

The first of the available tabs offers a document search engine that allows you to select a specific 

document. Once selected, a list of up to 20 documents that have a high semantic relationship with 

the selected document is offered.   

For each of the documents listed, by clicking on the different icons that appear on your right, we 

can: 

● Check their metadata, including the title and the full text of each document. 

● export the complete list of documents to excel. 
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Figure 8: List of documents semantically similar to the document selected by the user. 

Finally, it is worth mentioning that the list allows iterative document browsing: if we click on the 

title of the documents in the list of similar documents, we will select that document and the tool 

will update the list of similar documents with those corresponding to the new document selected. 

To return to the complete list, just click on the "Listado inicial" button. 

7.2 CORRELACIÓN: ALARMAS TAB 

This tool allows you to search for pairs of documents with very high semantic similarity. This 

similarity can be used to search for duplicates, or documents that have been submitted multiple 

times for evaluation. 

It should be stressed that the tool provided is not based on a search for textual similarity (as turnitin 

tools, etc.), but semantic similarity. Two documents can be very similar to each other as long as they 

combine the same topics in similar proportions. For this reason, this search tool is very robust 

against the presence of synonyms, rewrites of texts, etc., because the representation of the 

document in the topic model remains relatively stable when the text goes through revision or minor 

changes. 
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Figure 9: Options for searching for “Alarms” based on semantic similarity between documents. 

The tool allows to determine the level of similarity required for the detection of alarms (lower and 

upper percentile), or to require that one of the two selected documents belong to a specific year 

(field “centered on year”)1. Once we have established the desired settings, we have to press the 

“cargar” button and the tool will load the pairs of similar documents in the drop-down menu 

“Alarmas encontradas”. 

As an example, if we select the CORDIS-IA corpus and use the default parameters, the first alarm 

found (with a similarity of 94%) provides the view of the following figure. We can verify that these 

are two projects requested in years 2009 and 2013, and that they are basically a continuation of 

each other. 

 
Figure 10: “Alarms” found by the application, and parallel view of two documents identified as  

(semantically) very similar. 

                                                           
1 Sometimes it is interesting to decrease the upper percentile to a value less than 100% or to focus the analysis on a specific 
year. This can be important especially in those cases in which the documents have been subject to an OCR process (this is 
the case of the ACL corpus), since in certain cases there may be thematically identical documents because they are 
associated with the presence of noisy characters that come from a malfunction of character recognition. 
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If we click on the “comparar paneles” option, we can see how the textual similarity of both projects 

is relatively low, although a high semantic similarity has been detected. Regarding textual similarity, 

the sentences marked in red (green) appear only in the text of the document in the left (right) panel, 

while the white text is the one that appears simultaneously in both documents. This example clearly 

illustrates the difference between this tool based on semantic similarity versus other tools based on 

textual similarity. 

 
Figure 11: Textual comparison panel between pairs of documents with large semantic similarity. 

8. DOCUMENTS SIMILAR TO AN ARBITRARY TEXT 

All the functionalities described in the previous section allow to exploit semantic similarities, but 

their use is restricted to those documents that belong to the collections of documents already 

loaded in Corpus Viewer. Sometimes it can be interesting to look for similarities with other new 

texts provided by the user. This is possible by selecting the option "Menú -> Tópicos estáticos: 

Inferencia" in the main menu of Corpus Viewer. 

 
Figure 12: Tab for thematic inference about free text provided by the user, and search for documents with a 

similar theme indexed in Corpus Viewer.  
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The Inference tool is based on the following steps: 

1. The text provided is preprocessed using the same tools that were used for preprocessing 

the documents of the active corpus. 

2. The text provided is “projected” on the topic model associated with the active corpus. In 

this way, we obtain a representation based on topics similar to that available for all the 

corpus documents loaded in Corpus Viewer. 

3. The semantic similarity between the text provided and each of the documents of the 

selected corpus is calculated, and the most similar documents are shown to the user. 

It is worth mentioning that this tool requires the execution of certain calculations on Corpus Viewer 

servers, so the response time may be a few seconds (larger when the number of documents in the 

selected corpus is also very large). 

It is also necessary to highlight that the semantic representation of the text will have better quality 

the longer the length of the text provided. Therefore we can expect higher quality results the longer 

the query text. 

9. SEARCH TOOL 

selecting "Menú -> Buscador" you can access the last of the options currently active in Corpus 

Viewer, which consists of a tool based on Solr and Banana. This tool offers the functionality of a BI 

type tool, although it integrates the available metadata with the document-based representation of 

topics. 

Currently, the search engine is in the development phase, so all the information that will be 

available in the final version is not incorporated, and changes in the panels that are finally 

incorporated in each corpus are expected.  

Although the development is not finished, it has been decided to leave this tab active in the open 

instance of Corpus Viewer, so that users can get a first impression of the type of functionality that 

will be provided once the development is completed. 

You can check the demo version with data from CORDIS for Artificial Intelligence developed on 

Javascript (takes a while to load). 
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The operation of the search engine that will be incorporated into Corpus Viewer will be similar to 

that of the demonstrator provided, and will include all the search and grouping power provided by 

Solr indexing technology. 

 


